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Introduction

There is a lot of interest, and growing evidence, in the
social protection and humanitarian sectors over the
potential integration, or coordination, between the data
and information systems of each respective sector to
improve emergency response’, for example by informing
targeting (see the accompanying UNICEF Case Study

on this). This Technical Note? — designed to be a ‘living
document’ that can be updated over time — offers guidance
on this topic, complementing the “UNICEF Guidance

on strengthening Shock Responsive Social Protection
systems”. It leverages the existing DFAT publication titled

“Building on government systems for shock preparedness
and response: the role of social assistance data and
information systems’ while also offering insights from
recent UNICEF experiences in Irag, Nepal and Somalia.

Before going any further it is worth stressing what
is meant by “data and information systems” of each
respective sector, as these differ significantly.

Government social protection information systems®
Running social transfers and services requires the
management of beneficiaries’ information to effectively
accompany operations. Information about a wider
population group — including potential future recipients
or households who have been assessed but classified as
ineligible — is also often collected and stored within the
sector. Recent years have also seen a rapid acceleration
in integrated approaches to data and information
management, including linkages with a broader
government data ecosystem. Table 1 below summarizes
the four main — and overlapping — types of registries that
can serve the sector, depending on country choices and
trajectories. These act as a fundamental basis for the
broader ‘information system’, that enables the flow and
management of information within the social protection
sector and sometimes beyond.*

1L Main approaches to storing and managing social protection® data

Only Beneficiary registries track data on beneficiaries to
retaining support programme management and implementation
data on (payments, case management, conditionalities
current monitoring, and grievance redress) via what is

Integrated beneficiary registries operate as a data
warehouse that collects information from different

social programmes and their benefits administration
systems, allowing for monitoring and coordination of

beneficiaries

often referred to as a programme management
information system (MIS) or Beneficiary Operations
Management System (BOMS). Beneficiary registries
maintain information only on beneficiaries of
specific programme(s).

‘who receives what benefits, where', and for identifying
intended or unintended overlaps across programmes —
as well as gaps. In some contexts, these are referred to
as ‘single registries’.

Retaining
data on
potential
beneficiaries

Social registries support ‘gateway’ functions of
outreach, registration, and assessment of needs and
conditions to determine potential eligibility for one

social programme. In terms of population covered, social
registries contain information on all registrants, whether
or not they are deemed eligible for, or are enrolled in, a
particular programme.

‘Integrated’ social registries combine the gateway
processes of outreach, registration, and assessment of
needs and conditions to determine potential eligibility
for multiple programmes. They serve as platforms

that support access to multiple benefits and services
that can extend well beyond the sphere of social
transfers. The word ‘integrated’ is often dropped, for
simplicity, when referring to these.

Source: Adapted from Barca and Beazley (2019), based on Barca (2018) and Leite et al. (2017). Note: this table presents core typologies, large
variations also exist within these. Also, this terminology is now widely accepted — see for example the World Bank ‘Sourcebook on Social
Protection Delivery Systems’ (2020).

1 Prominent examples this case study builds on include Goodman, R. et al. (2020) Review And Analysis Of Identification And Registration Systems In Protracted
And Recurrent Crises, BASIC (here); SPACE (2020) Identifying Practical Options for Linking Humanitarian Assistance and Social Protection in the COVID-19
Response (here), and; Ramkissoon (2019) Guidance Note on Targeting Humanitarian Cash Transfers via National Social Protection Registries and Management
Information Systems, UNICEF ECARO.

2 This Case Study was authored by Valentina Barca and Nupur Kukrety (UNICEF), supported by a wide number of colleagues (in the capacity of key informants
and peer reviewers). Specifically, in alphabetical order, we would like to thank Atif Khurshid (UNICEF), David Stewart (UNICEF), Gabriele Erba (UNICEF), Jose Maria
Bendito Prieto (UNICEF), Natalia Winder Rossi (UNICEF) and Paul Quarles Van Ufford (UNICEF).

3 Note: these are sometimes referred to as social assistance information systems as in many countries they primarily serve social assistance programmes (e.qg.
non-contributory social transfers, social services).

4 For details, see Barca (2018) Integrating data and information management for social protection: social registries and integrated beneficiary registries (here),
and; Chirchir and Barca (2020) ‘Building an Integrated and Digital Social Protection Information System’ (here).

5 Note: these refer to social transfers and services. Social insurance is most often managed separately and linked via the broader information system.


https://www.unicef.org/media/63846/file
https://www.unicef.org/media/63846/file
https://www.unicef.org/media/63846/file
https://dfat.gov.au/about-us/publications/Documents/building-government-systems-for-shock-preparedness-and-response.pdf
https://dfat.gov.au/about-us/publications/Documents/building-government-systems-for-shock-preparedness-and-response.pdf
https://dfat.gov.au/about-us/publications/Documents/building-government-systems-for-shock-preparedness-and-response.pdf
https://medium.com/caribou-digital/digital-identity-and-management-information-systems-for-humanitarian-and-social-protection-response-b1b25e5623a2
https://socialprotection.org/discover/publications/space-linking-humanitarian-social-protection-information-systems-covid-19
https://www.dfat.gov.au/about-us/publications/Pages/integrating-data-information-management-social-protection
https://socialprotection.org/sites/default/files/publications_files/GIZ_DFID_IIMS%20in%20social%20protection_long_02-2020.pdf
https://www.dfat.gov.au/sites/default/files/building-government-systems-for-shock-preparedness-and-response.pdf
https://www.dfat.gov.au/about-us/publications/Pages/integrating-data-information-management-social-protection
http://documents1.worldbank.org/curated/en/698441502095248081/pdf/117971-REVISED-PUBLIC-Discussion-paper-1704.pdf
https://openknowledge.worldbank.org/handle/10986/34044
https://openknowledge.worldbank.org/handle/10986/34044

Beyond the four variations above it is also fundamental maturity of infrastructure); and d) the preferences and

to stress that these registries (and their information needs of the funders and/or implementing agencies. Each
systems) also vary widely across countries in the ways of these variations has implications for the effectiveness
they are set up in practice — if they are set up at all of shock response via social transfers and services.
(many countries only operate fragmented ‘beneficiary

registries’). The main variations are listed in Box 1. The Overall, an effective government information system
reasons for these variations are multiple: a) whether they serving the social protection sector is expected to better
play a role at the programme level or national/integrated serve the needs of people, by focusing on inclusion;
level; b) the design of the programme/s they serve efficiency and effectiveness; accuracy and integrity;

(e.g. targeting approach, coverage®); ¢) countries’ needs accountability and stakeholder coordination.

and context (e.g. political economy, staff capacity, the

Box 1
Core variations in the set-up of these registries and information systems

What percentage of the population is covered: Different social protection registries vary widely in their coverage of the
national population (e.g. the beneficiary registry of a small targeted programme versus a national social registry; a social
registry with <20% population coverage versus a social registry with >80% coverage).

Whose data are collected and stored: For example, individual vs household-level data; beneficiary vs non-beneficiary data;
data on the ‘poor’ and ‘vulnerable’, or specific age groups (e.g. for a social pension) vs wider sub-sections of the population).
What data are collected and stored: For example, an extensive dataset on household socio-economic conditions vs a limited
dataset with key variables; operationally relevant data collected at enrolment (e.g. bank account) vs basic data for eligibility
determination; biometric information or not; data on potential exposure to covariate risks and shocks vs not; etc.

How data are collected: For many social protection registries, the two most frequent approaches to data collection are:

a) on-demand registration, which relies on households going to an office (or accessing an application/website) to apply; b)
census-survey registration, which entails all or selected households in an area being interviewed at selected intervals. These
both offer significant advantages and disadvantages (see Barca (2017) for a full list).

Frequency of updates: Depending on the approach to data collection, on national policy decisions, and on available budgets,
the data may be updated on an ongoing basis (ideal) or periodically (every two to three years at most, but often less
frequently for logistical reasons).

Approach to information integration: For example, whether data are linked to other databases (social protection and beyond)
for data sourcing/verification / removing duplication, ideally using a unique identifier (national ID or other). These may include
social insurance, CRVS, disability, etc.

How data are validated, stored, and maintained: What procedures are in place to guarantee data integrity, affecting
trustworthiness.

Who is responsible for data collection, storage, and management. For example, whether this is performed in-house by the
lead social sector ministry, through municipal offices, through other state institutions (e.g. statistics office), or contracted
third partners, affecting trust in the data's integrity.

Level of data security/privacy guaranteed.: This depends on existing legislation and provisions, including adherence to
international standards, such as the United Nations Guidelines for the Regulation of Computerized Personal Data Files and
ISO 27001.

What processes and authorization levels are in place for data sharing: For example, web service vs batch processes; ad
hoc v regular through memoranda of understanding, etc.

Source: Barca and Beazley (2019); Barca (2018); Chirchir and Barca (2020)

Humanitarian information systems is party to a conflict; and (ii) program-specific targeting
Humanitarian information systems, on the other hand, are (in humanitarian contexts, data collection for these
the ones that underpin humanitarian programmes, and systems is often the first contact point between crisis-
especially Humanitarian Cash Transfers (HCT). affected populations and responders). Some of the most
common ones internationally have been developed and
These are developed and owned by international institutionalized as proprietary software by WFP (SCOPE),
organizations and their national counterparts (NGOs, etc.) UNHCR (ProGres), UNICEF (HOPE) and more recently,
for: (i) registering populations displaced by humanitarian UNICEF (HOPE?).

crises or living in contexts where the state is weak or

6

For example, universal leaning programmes such as child benefits tend to have lower data requirements and higher coverage of population.

7 HOPE will be open source by the end of 2021.
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These differ widely in their characteristics, but most often: data depending on the programmes they run, and
new data for each new emergency response. See

e they collect and manage limited data to support the Somalia case study for some of the challenges
the operations of specific emergency interventions emerging.
(based on specific informed consent) — not for future e they do not form a part of a broader information
use and medium-term planning. Some like HOPE, ecosystem, sharing data between humanitarian
systematically seek consent from beneficiaries to operations or with government systems — though
share data with governments. there is an emerging trend in this direction.

e even within the same country, it is often the case
that different humanitarian actors collect different

It should be noted there is also a push for greater interoperability within the humanitarian sector. Increased interoperability
could form the basis of a coordinated humanitarian response: collectively aiming to achieve the same outcomes, sharing
information to avoid overlap/duplication or gaps. This is an important area of work but is not the focus of this paper. As one
example, in early December 2018 OCHA, UNICEF, UNHCR and WFP released a joint statement going in this direction. They
declared that, in respect of data protection principles, operational agencies will harmonize their data management approaches
using interoperable data systems and stipulating data sharing agreements.

Source: SPACE (2020)

What could ‘integration’ look like?

What type and level of ‘integration’ of data and associated to achieve remarkably similar objectives — while

information systems across sectors happen de-facto addressing emerging risks this may entail.

—or is desirable — will vary extensively from context to o Importantly, this does not require one massive

context, in the same way as broader linkages across database cutting across the two, but an

sectors (UNICEF 2019, SPACE 2020b): ecosystem that enables interoperability where

useful, alongside joint strategic thinking to

® In many, these are entirely parallel systems —in ensure routine information systems serving the
some cases, for good reasons (e.g. government party social protection sector better incorporate risks
to conflict). and shocks.

e |n others, there may be some initial stages
of coordination/alignment: ensuring some

standardization across the two (variables collected, In the following sections, these issues are briefly touched
data formats etc.) so there is the potential of these on, with a primary focus on: a) How routine social
‘speaking the same language’ and contributing to a protection data and information systems can be useful for
common understanding. shock preparedness and response; b) How humanitarian

e |n others still, there is starting to be leveraging/ information systems could help enhance social protection
piggybacking of each others’ systems: sharing of shock responsiveness.

data and/or information/insights to inform specific
activities.

® In very few cases, information systems are starting
to be ‘thought through’ cohesively to serve the
needs of both sectors (and improve social protection’s
shock responsiveness), acknowledging these aims
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A. How routine social protection data and information systems can be useful

for shock preparedness and response

Depending on their set-up (see Section below), existing
government information systems can offer a range of
potential uses for shock preparedness and response via a)
the social protection sector, and/or b) via the humanitarian
sector. For instance, unlike most other data sources, they
can® be a useful source of:

* Household and individual-level data — e.g.
including information on household composition and
members.

e Comprehensive socio-economic data — e.g.
data on assets, livelihoods/employment, income,
education, etc.

e Operational data - e.g. data that is useful to identify,
trace and deliver benefits such as bank account details.

e Geo-referenced or geographically disaggregated
data.

e Data that can help to capture household-level
shock vulnerability in advance of a shock (in an
increasing number of countries where such variables
are collected).

e Data on receipt of key benefits, services and
grievances/feedback.

On top of this, these data systems sometimes feature
interoperability or data-sharing arrangements with

other government registries (disability registries, CRVS
databases etc) and are underpinned by an established
capacity to collect, store, and manage data.

In practice, what does this mean in terms of supporting
preparedness and response for different types of hazards,
shock and stresses (Barca and Beazley, 2019; Bowen et

al, 2020)?

a. In advance of any specific shock, hazard or acute
stress, such data can inform risk analysis and
vulnerability assessments, as well as planning
and preparedness measures — including ‘risk-
informed’ design tweaks to social protection
programming. This may include:

o Combining social transfer/services data
with disaster risk management (DRM) and

humanitarian tools and data to identify individuals
and households that are potentially vulnerable to
shocks (not just those who are chronically poor)
based on their location, their type of livelihood
and other characteristics, for improved risk
profiling, forecasting and routine targeting.

o Providing a rough estimation of potential
caseloads for different types of shocks and
simulating and planning contingency financing
needs — especially in the context of recurrent
and predictable shocks.

o Supporting broader decision making on design
and implementation parameters for emergency
responses. E.g. to help define the type and
levels of support to provide, and the modality of
transfer and delivery.

o Better linking benefits and services together to
enhance resilience, as well as leveraging the
technology to provide complementary support.

b. When a specific shock is about to occur, and
immediately after it, early warning systems can
enable timely responses by leveraging existing
data and systems. Triggers are typically designed
to release funds and initiate early actions (e.g.
immediate top-up payments to existing beneficiaries
or payments to new beneficiaries that have been
pre-enrolled) when pre-established thresholds are
met, with obvious advantages in terms of timeliness
of a response. These could kick in before any post-
disaster needs assessment conducted by other
sectors.

c. During any shock/stress, social protection
data can inform key decisions in relation to
identifying who to support (targeting) and the
type of support required. Existing capacity (e.g.
local staff) and information systems can also be
leveraged.
o Data on beneficiaries can make it possible
to swiftly reach those in area ‘a’ in Figure 1:
beneficiaries affected by a shock. This can be

8 The extent to which they do depends on their exact design (influenced by the functions they perform), as per Box 1.
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done through vertical expansion or piggybacking
on routine programmes’ beneficiary lists for
emergency programmes.

Any data stored on non-beneficiaries (e.g. within
a Social Registry) could be valuable for ensuring
a timely response to new caseloads if prepared
in advance. Specifically, such data could play
two roles: i) being used as a basis for providing
immediate support to everyone in affected areas

IDPs and refugees) will always be needed —
though the existing capacity for data collection
and management may still be leveraged. See
area 'c’ below.

The broader ecosystem of interoperability that
social protection information systems feature can
also play a role: for validation and cross-checking
of data, but also pre-population of certain
variables from other government datasets.

(e.g. expanding horizontally) until new data are

collected — if required; ii) informing other types

of responses (e.g. providing data to complement d. In the long-run, data and information systems
and inform ex-novo data collection). See area ‘b’ can enable learning and inform policy changes

in Figure 1. - for example by incorporating shock-affected
Strategies to reach affected households whose caseloads into routine social protection provision.
data is not contained in existing registries (e.g.

The role of existing social protection information systems for shock response

a. Vertical expansion of existing programme/s

or new programme piggybacking on
beneficiary data? Make sure you have strategy

to reach all other affected households . .
Population recorded in

registries that include data
on non-beneficiaries
(e.g. social registry)

b. Horizontal expansion of existing
programme/s or new programme
piggybacking on the data of potential
beneficiaries? Think this through
carefully in advance of the shock,

requires high level of preparedness . .
Population recorded in

registries of programme
exclusion (and inclusion) errors. beneficiaries

and does not fully address potential for

c. Strategies to reach affected
households whose data are not held
within existing registries will always be
needed (e.g. refugees/non-citizens, etc).
National population
a., b. and c. Using existing capacity and
systems for collection and management
of new data, or validation of existing data?
Evaluate potential for existing capacity to be
overwhelmed and address this.

Households
affected by a

shock

Source: Barca and Beazley (2020)
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In other words, there are some important potential benefits of using pre-positioned data and information systems

versus ‘starting from scratch’ with new data collection. However, building on existing systems is not always achievable

and also may come with risks and trade-offs. For example:

o

Timeliness of responses can be increased by
leveraging existing data, information systems

and capacity, if financing is available for timely
disbursement of funds and procedures have

been thoroughly planned in advance. This can be
achieved via vertical expansions or piggybacking on
beneficiary data. For horizontal expansions, timeliness
can be much more complex to guarantee. On-demand
systems for data collection/registration can play a role
in countries where they are already present but can be
labour intensive, difficult to maintain in the aftermath
of a crisis and present excessive direct, indirect and
opportunity costs for applicants.

Ensuring coverage of affected populations, and
fully avoiding inclusion and exclusion errors,
often requires complementary data collection.
Data collected before a shock will never give an
exact assessment of needs in the aftermath of a
shock (even when the eligibility criteria are altered
or where better data are collected beforehand),
and beneficiaries of existing programmes are not
necessarily those who are most in need. There will
also always be affected households/individuals whose
data are not held within existing registries.

There is a value in leveraging shared data for
increased coordination amongst social protection,
DRM, and humanitarian actors, leading to improved
knowledge/learning, reduced duplication of

efforts, and potentially saving costs (for example,
administrative costs of data collection, recurring costs of
data management, and private costs to citizens

o

Leveraging and strengthening government
information systems is also likely to result in
heightened sustainability in the medium-long
term.

9

poverty line is minimal).

Trade-off: The most pressing and important trade-
off that needs to be discussed and evaluated

by decision-makers in advance of a shock is

the one between inclusion/exclusion errors
(coverage) and timeliness. \When it comes to crisis
response, timeliness is usually more important than
full targeting accuracy, especially in the first phase

of assistance. Specifically, inclusion errors can and
should be tolerated in the short term® — especially

as they can contribute to controlling tensions within
recipient communities. Exclusion errors, on the other
hand, should be minimised by design, and promptly
addressed through a sound grievance redress
process and complementary approaches to swiftly
reach all affected households. The true question for
policymakers is whether leveraging existing social
protection systems and data is the best way to
balance this trade-off — as it may not be.

Trade-off: There is an important trade-off between
making social transfers and services data more
accessible to external partners for these purposes
and guaranteeing data security and privacy.
Responses that build on existing data and systems
should not compromise the data security and privacy
of registered individuals and households, placing
households at risk of increased vulnerability — and
potentially compromising humanitarian principles.
There are good reasons why governments are often
not open to sharing this data with non-government
entities. Better approaches to data collection,
management, and sharing — and agreements
developed in advance of a shock — can help to
minimise risks while ensuring accessibility of valuable
data (potentially in anonymised formats).

Note this is the case not only in crisis response, but also in areas with chronic widespread poverty (when the difference between those below and over the



Many of the responses to COVID-19 have shown the potential of using these information systems for shock
response, via social protection programmes. For example:

e \lertical expansions (leveraging data from beneficiary registries) were performed in a wide variety of countries. Where
the programmes expanded had extremely high coverage as universally leaning (e.g. Argentina, Mongolia) this resulted in an

effective response strategy.

e Horizontal expansions of existing programmes or new programmes catering to new caseloads were implemented in several
countries by leveraging data from existing social registries (raising eligibility thresholds). Examples abound and include

Pakistan, Brazil, Chile, Peru, Ecuador, etc.

e Existing information systems and interoperability agreements were further leveraged in many other countries, to a)
support dynamic inclusion to new populations (same criteria, new caseload); b) pre-populate some eligibility variables and/or
validate/cross-check new data collected via mass digital registrations (e.g. Namibia, South Africa, Togo, Brazil, Pakistan).

There are also emerging examples of government social protection information systems being leveraged by
humanitarian programmes. One such example comes from the Republic of the Congo.

Reaping the benefits of routine social protection
information systems will depend on their strength
and preparedness.

The varied nature and quality of social protection
registries and broader information systems means
that their role and use in emergencies can only be
identified with reference to the particularities of the
registries in the country and context under review.
These vary widely across countries — if they are set up at
all. Key variations are listed in Box 1 above.

Six complementary dimensions can be used as a
framework to assess the potential utility of social
assistance registries and their broader information
systems in response to shocks — which derive from the
variations described above. Each of these can be linked
to important system strengthening and preparedness
actions (Table 1).

1EL) 572 Seven assessment criteria and relevant system strengthening and preparedness actions.

Completeness. This refers to the level of data
coverage and the number of records compared with
what would be perceived as a full set of records— for
instance, 100 percent of the population in affected
areas, or 100 percent of those in need. An existing
registry may assist an emergency response if the

data cover all of those affected by the shock, or a high
enough proportion. Important distinctions need to be
made between data on beneficiaries and registered
non-beneficiaries, acknowledging that neither are likely
to offer full coverage of populations affected (Figure 1).

Retaining data on registered non-beneficiaries (this is often
not digitized).

Increasing coverage of routine data (and ideally also of
enrolled beneficiaries) in areas vulnerable to hazards/shocks/
stresses.

Ensuring there are no systematic barriers to access for
vulnerable groups.

MIS functions appropriateness. This refers to the
data management functions needed in terms of
information management for a specific programme.
These should be mapped and the integration points of
these functions with relevant platforms and solutions
for financial services, grievances and response
mechanism, SMS aggregators or cash plus should be
considered. The mapping exercise can be as simple
as defining a set of data management tasks and
checking whether the available information system can
accomplish those or not.

Map data management needs required by prospective SRSP
intervention and match them with existing functions in
government MIS

Document a data flow where personal data would be needed
to accomplish the programme design and investigate the
feasibility of MIS integration with needed satellite solutions
(FSP, Grievances, SMS aggregator, etc.)




Relevance. At two levels: A. Data are relevant if
they contain the variables required for the intended
purpose. Data collected for the provision of long-
term assistance (e.g. another purpose) may not
always be relevant for shock response if they do

not contain variables that comprehensively identify
households in affected areas, and ideally that assess
household needs and enable an immediate response
(operationally relevant). B. Routine information
systems are relevant if they offer the functionalities
required in crisis situations.

e Adapt variables collected to better capture vulnerability to
shocks (disaster/climate aware).

e Ensuring collection of geo-localized and/or geographic
information system (GIS) data.

e \Where useful, collect operationally relevant information™ for all
registered individuals/HHs (even if not enrolled).

e Ensuring the amount of data collected is the minimum necessary
to meet clearly defined and articulated purposes, ex-ante.

e Ensure routine information systems offer a wide set of
functionalities (e.g. strengthening additional modules for M&E,
case management, grievances, etc.)

Currency. Data currency is the degree to which

data are current (up to date), and thus represent
households' real circumstances at the required point
in time. It is, of course, impossible for standard
social protection data to reflect the reality after

a disaster, meaning some form of post-disaster
revalidation is always required. The relevant factor is
how up to date existing data are overall — often an
issue for concern in many countries reviewed.

e |nvesting in on-demand and accessible systems for dynamic
inclusion of newcomers (e.g. migrants, newborns), dynamic
exclusion of those who have died or moved away, and
dynamic management of transitory shocks.

e Pre-planning re-registration and validation exercises that are
linked to routine systems and capacities, as these will very
often be needed in the event of shocks.

Accessibility. This refers to the ease with which
potential users — most likely national or local
government agencies and departments, or their
partners — can obtain the data. Accessibility can vary
widely depending on who the users are and what
processes and authorisation levels are in place for
data sharing; the underlying policy and legislation;
whether or not data are maintained and stored
digitally; existing provisions for data security and
privacy; what type of data interfaces are provided
and their flexible use, etc.

e Developing protocols and standard operating procedures on
how data will be used.

e Signing memorandums of understanding for data sharing.

e Ensuring relevant data is digitized and clearly labelled
(shareable).

e Ensuring software/hardware has required flexibility.

e Ensuring compliance with national laws.

e Developing web service interfaces and other data sharing and
interoperability arrangements where relevant.

Accuracy. Data are accurate if they are free from
errors and omission. Accuracy means that a high
level of confidence can be placed in the data,
affecting their wider credibility and ultimately their
usability.

e Strengthening routine data quality procedures, including
via interoperability with external databases (e.g. internal
consistency checks, de-duplication, etc.)

e Building sound ins